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researchers assume that it’s the minimal neural activity that, under the right 
conditions, is sufficient to make the experience happen.18 They search for this 
minimal activity by “contrastive analysis”— comparing how neural activity 
changes when an experience changes. For instance, if you view the “Necker” 
cube shown in Figure 1, you can have two different experiences. In one, face 
A is in front; in the other, face B. As you view the middle cube, you probably 
flip between the two experiences. A change in your neural activity that tracks 
your flip between experiences could be an NCC for your experience of the 
cube. The neat trick in this experiment is that your experience flips, but the 
image doesn’t change. This makes it easier to ascribe your flip in conscious 
experience to the change in neural activity. But this activity still might not 
be the NCC. Some of the activity could be a precursor to the NCC, or a con-
sequence of the NCC, rather than the NCC itself.19 Careful experiments are 
required to tease these possibilities apart.

NCCs are important for theory, and also for practice. Arachnophobia, 
an excessive fear of spiders, is correlated with activity in the amygdala. Trig-
gering this fear and its NCC in the amygdala allows both to be erased. Merel 
Kindt, a psychotherapist in the Netherlands, cures arachnophobia by asking 
the arachnophobe first to touch a live tarantula, thus activating the phobia and 
its NCC. She then asks the patient to take a forty- milligram pill of proprano-
lol, a β- adrenergic blocker that disrupts the NCC from being stored back into 
memory. When the patient returns the next day, the phobia is gone.20 This 
therapy holds promise for other phobias, and for posttraumatic stress disorder.

A B

Fig. 1: The Necker cube. When we view the cube in the middle, we sometimes see face A 

in front, but at other times we see face B in front. © DONALD HOFFMAN
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We can summarize this game in a matrix, shown in Figure 2, which dis-
plays the expected payoff to the strategy on the row when it competes with 
the strategy on the column. So, for instance, the expected payoff for a hawk 
when it meets a dove is twenty, and the expected payoff for a dove when it 
meets a hawk is zero.

Given these payoffs, what strategy is favored by natural selection? The 
answer depends on the proportion of hawks and doves. Suppose everyone is a 
hawk. Then everyone loses, on average, thirty points in each competition— a 
fast track to extinction. Suppose everyone is a dove. Then everyone gains, on 
average, ten points in each competition— a fast track to greater fitness.

But there is a catch. If everyone is a dove and one hawk shows up, then 
that hawk has a heyday. It racks up twenty points each time it competes with 
a dove. This is more than double the points reaped by doves (who get, on aver-
age, ten points in contests with other doves and no points in contests with 
hawks). More fitness points mean more offspring. So this hawk begets more 
hawks. But the hawk’s fun must stop somewhere because, as we saw, if all play-
ers are hawks then each loses thirty points on average— the game implodes 
in extinction.

When does the population of hawks stop growing? When hawks are a 
quarter of the players. If more than one- quarter are hawks, then hawks earn 
fewer points than doves. If less than one- quarter of the players are hawks, 

Hawk

Hawk

Dove

Dove
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Fig. 2: Expected payoffs in a hawk-dove game. A hawk, for 

instance, loses 30 points if it meets another hawk, but gains 

20 points if it meets a dove. © DONALD HOFFMAN
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then hawks earn more points than doves. So, in the long run, one- quarter of 
the players end up being hawks.

In this example, a win gets twenty points and an injury loses eighty. 
Change these numbers to forty and sixty. Then the expected payoffs are as 
shown in Figure 3. Now two-thirds of the players end up being hawks.

Fitness depends on payoffs and on how many players adopt each strategy. 
If everyone is a dove, then it’s more fit to be a hawk. If everyone is a hawk, 
then it’s more fit to be a dove. The force of natural selection depends on the 
frequency of each strategy.15

This is a key point. Fitness is no mirror of the world. Instead, fitness 
depends in complex ways on the state of the world, the state of the organism, 
and the frequencies of strategies.

If two strategies compete, the dynamics of evolution can be complex. We 
saw that hawks and doves can coexist. But there are other possibilities. One 
strategy might always drive the other to extinction— domination. Or each 
strategy might have some chance to drive the other to extinction— bistability. 
Or both strategies might always be equally fit— neutrality.

When three strategies compete, the dynamics of evolution allows cycles, 
as in the classic children’s game of Rock- Paper- Scissors: scissors beats paper, 
which beats rock, which beats scissors.16 When four or more strategies com-
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Fig. 3: Expected payoffs in a second hawk-dove game. A 

hawk now loses 10 points if it meets another hawk, but gains 

40 points if it meets a dove. © DONALD HOFFMAN
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A specific game shows the problem for Truth. Consider an artificial world 
with a creature called a “kritter” that needs a resource called “stuf.” If there’s 
too much or too little stuf, then a kritter dies. With the right amount of stuf, a 
kritter thrives and reproduces. (Stuf affects a kritter as oxygen affects us— too 
little or too much and we die.) The fitness points that stuf can give to a kritter 
are plotted in Figure 4. Suppose a kritter has just two perceptions: gray and 
black. A Truth kritter sees as much as it can about the true structure of the 
world: it sees gray when there’s less stuf and black when there’s more stuf. A 
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Fig. 4: A fitness function. In this example, small or large amounts of a resource are bad 

for fitness. Intermediate amounts are best for fitness. © DONALD HOFFMAN

small medium large small medium large

Truth Fitness

Amount  of  Stuf
Fig. 5: Seeing truth versus seeing fitness. The shades of gray seen by Truth report the 

amount of a resource but not the fitness payoffs. The shades of gray seen by Fitness 

report the fitness payoffs. © DONALD HOFFMAN
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as shown on the left side of the figure. Call it Cube A. Other times you see a 
cube with face B in front, as shown on the right side of the figure. Call it Cube 
B. Now consider this question: Which cube is there in the middle when you 
don’t look? Cube A or Cube B?

Well, it makes no sense to pick one over the other. Sometimes, when 
you look, you see cube A, sometimes cube B. The answer must be that, 
when you don’t look, there is no cube— neither A nor B. Each time you 
look you see the cube you happen to construct at that time. When you 
look away, it goes away.

ITP says that the same is true for all objects in space and time. If you 
look and see a spoon, then there is a spoon. But as soon as you look away, the 
spoon ceases to exist. Something continues to exist, but it is not a spoon and 
is not in space and time. The spoon is a data structure that you create when 
you interact with that something. It is your description of fitness payoffs and 
how to get them.

This may seem preposterous. After all, if I put a spoon on the table then 
everyone in the room will agree that there is a spoon. Surely the only way to 
explain such consensus is to accept the obvious— that there is a real spoon, 
which everyone sees.

But there is another way to explain our consensus: we all construct 
our icons in similar ways. As members of one species, we share an inter-
face (which varies a bit from person to person). Whatever reality might be, 
when we interact with it we all construct similar icons, because we all have 

A B

Fig. 6: The Necker cube. Which cube is there when you don’t look? The cube with face A 

in front, or the cube with face B in front? © DONALD HOFFMAN
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icon. It’s not a problem for your friend to construct a Maserati icon when your 
eyes are closed, just as it’s not a problem for her to construct cube A (or cube 
B) when your eyes are closed.

A red Maserati looks so shiny, artistic, aerodynamic, so real. But the 
FBT Theorem tells us that it’s just a sensory experience— an icon— that is 
not objective and depicts nothing objective. Our intuitions rebel: our natural 
impulse is to reify Maseratis and other middle- sized objects. It’s hard for us 
to let go of them. Fortunately, we find it much easier to let go of tastes. We 
happen to be less inclined to reify them. Let’s see why, and perhaps this will 
help us resist the urge to reify middle- sized objects.

Consider the molecule depicted in Figure 7 and assume, for the sake 
of argument, that molecules are part of objective reality. The white spheres 
depict hydrogen atoms, the light gray spheres depict carbon, and the dark 
spheres depict oxygen. What sensory icon should you construct when you 
perceive this molecule? What taste experience accurately describes it?

These are not easy questions. Here are some clues. This is a phenolic alde-
hyde, an organic compound of molecular formula C8H8O3, with functional 
groups aldehyde, hydroxyl, and ether.

So then, what taste truly describes this molecule? What taste most accu-
rately depicts its true reality?

Fig. 7: A molecule with a special taste. © DONALD HOFFMAN
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years of history. Most of us can’t bench- press a hundred kilos. But we can 
reach back billions of years and trillions of kilometers to rewrite the past— a 
Herculean feat.

This raises the stakes. Quantum theory smashed our intuitions about 
objects, by denying that they have definite values of physical properties that 
are independent of whether, or how, they are observed. Now it smashes space 
and time. As Wheeler put it, “No space. No time. Heaven did not hand down 
the word ‘time’. Man invented it. . . .  If there are problems with the concept of 
time, they are of our own creation . . .  as Einstein put it ‘Time and space are 
modes by which we think, and not conditions in which we live.’ ”30

Einstein showed that different observers, moving at different speeds, dis-
agree in their measurements of time and distance. But they agree about the 
speed of light, and about intervals in spacetime— a union of space and time 
into a single entity in which space and time can trade off. This raised the hope 
that spacetime is an objective reality even if space and time, separately, are 

Fig. 8: Image of Twin Quasar QSO 0957+561 taken by the 

Hubble Space Telescope. Credit: ESA/NASA
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They first discovered this rule for black holes, but then realized it holds for 
any region of spacetime, not just regions containing a black hole. This rule is 
called the “holographic principle.”

Hawking figured out how many bits of information an area can con-
tain. To understand his result, you must first know that spacetime, like the 
desktop of your computer, has pixels— the smallest patches of spacetime that 
are possible. Smaller than that, spacetime simply doesn’t exist. Each pixel of 
spacetime has the same length, called the Planck length.33 It’s tiny— about 
as tiny compared to a proton as the United States is to the entire visible uni-
verse. Spacetime also has a smallest area, called the Planck area, which is the 
square of the Planck length. These are the tiniest pixels of spacetime area 
that are possible. And Hawking discovered it’s the number of these pixels in 
a surface, not the number of voxels in the volume inside, that dictates how 
many bits it can hold.

We all have strong convictions about space and time. Mine were stunned 
by the holographic principle. But I soon realized that this result fits well with 

Fig. 9: Six spheres packed inside a larger sphere. The six 

smaller spheres can hold more information than the larger 

sphere that surrounds them. © DONALD HOFFMAN
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agent. I won’t claim, for now, to know anything about this world. In particu-
lar, I won’t assume that it has space, time, or objects. I’ll simply say that this 
mysterious world has many states— whatever they may be— that can change. 
The agent, for its part, has a repertoire of experiences and actions, shown in 
rounded boxes. Based on its current experience, the agent decides whether, 
and how, to change its current choice of action. This decision is depicted 
by the arrow labeled “decide.” The agent then acts on the world, as depicted by 
the arrow labeled “act.” The action of the agent changes the state of the world. 
The world, in response, changes the experience of the agent, as depicted by the 
arrow labeled “perceive.” Perception and action are thus linked in a “perceive- 
decide- act” (PDA) loop (which is described mathematically in the appendix).

The PDA loop is shaped by an essential feature of evolution— the fitness-
payoff functions. The fitness of an action depends on the state of the world, 
but also on the organism (the agent) and its state. Each time an agent acts 
on the world, it changes the state of the world, and reaps a fitness reward 
(or punishment). Only an agent that acts in ways that reap enough fitness 
rewards will survive and reproduce. Natural selection favors agents with PDA 

Fig. 10: The “perceive- decide- act” (PDA) loop. Natural selection 

shapes this loop so that experiences guide actions that enhance 

fitness. © DONALD HOFFMAN
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the middle 1 got erased, so it fixes the erasure and arrives at the message 111. 
This Hamming code uses three bits to send just one bit of information, so it 
allows the receiver to detect and correct one erasure error.

By correcting the erasure in the image of black disks you recover a mes-
sage: “line in front of disks.” You can also recover a second message: “line 
behind disks.” To see this message, think of the disks as holes in a sheet of 
white paper. You’re looking through the holes, and behind the paper you see 
a line. Notice that when you see this line, the segment of the line between the 
disks no longer glows, but you still sense that it’s there.

Which line is there— glowing, or not glowing— when you don’t look? The 
question is of course silly. There is no line when you don’t look. Instead, 
the line you see is the message you recover when you correct an erasure.

Let’s ask a different question: Which line will you see— glowing, or 
not— when you look? You can’t be certain. Sometimes you’ll see a line that 
glows, sometimes a line that does not. But you can guess probabilities. I see 
the glowing line more often. I would say that the probability is about three- 
quarters that I will see it glowing and one- quarter that I will see it not glow-
ing. If someone demanded that I write down my probabilities in terms of 
the “states” of the line— glowing, or not glowing— then I would write down 

Fig. 11: Correcting an erased line. The visual system 

creates a line between the two disks on the right to 

correct an erasure error. © DONALD HOFFMAN
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a “superposition” state for the line, in which the glowing state has a three- 
quarters probability and the not- glowing state has a one- quarter probability. 
This is analogous to the superposition of states that we encountered earlier 
in quantum theory. Recall that, according to QBism, a quantum state does 
not describe the objective state of a world that exists even if no one looks, but 
rather it describes the beliefs of an agent about what she will see if she acts, 
or, to put it more technically, what outcome she will obtain if she makes a 
measurement.22

Let’s take this example a step further. In Figure 12 there are, on the left 
side, four black disks with white cutouts. On the right these same disks are 
rotated so that their cutouts align. Suddenly you see more than disks with 
cutouts. You see four glowing lines that float in front of the disks. Each glow-
ing line seems to continue through the blank space between disks. You can 
again check that you are creating the glow between disks by covering up two 
disks with your thumbs; the glow disappears.

Your visual system has corrected four erasure errors and created four 
glowing lines. But it also detects another coded message, at yet a higher level: 
it detects a square. It receives messages at different levels of abstraction— 
one- dimensional lines and a 2D square. Your correction of errors proba-
bly involves both levels at once; the evidence that the message is a square 

Fig. 12: Correcting an erased square. The visual system creates a square over the four 

disks on the right to correct an erasure error. © DONALD HOFFMAN
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increases the confidence of your visual system in the evidence that lines were 
erased and should be restored.

Your visual system can detect a second message about a square. Again, 
think of the four black disks as holes in a white sheet of paper, and imagine 
that you’re looking through these holes. Then behind the paper you’ll see a 
square. When you do, notice that its lines don’t glow. You’re confident that 
the lines are there, but they’re hidden by the white paper.

So you can get two different messages about a square from this figure. 
One message has the square in front, with glowing lines; the second mes-
sage has the square in back, with lines that don’t glow. Notice that all four 
lines glow, or else all four lines do not glow. You never see, say, two lines 
glowing and two not glowing. Why? Because your visual system has united 
all four lines into a single unified message: a square. It has “entangled” the 
four lines into a single object so that what happens to one line must hap-
pen to all.

Now let’s take our example one final step. In Figure 13 there are, on the 
left, eight black disks with white cutouts. On the right these same disks are 
rotated so that their cutouts align. Suddenly you see twelve glowing lines; you 
have corrected twelve erasures of lines.

But now you do something radical: you entangle these lines to form 

Fig. 13: Correcting an erased cube. The visual system creates a cube over the eight disks 

on the right to correct an erasure error. © DONALD HOFFMAN
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a single object— a cube— and, in the process, you create a new dimension 
of depth.23 You start with information in two dimensions and then inflate 
it, holographically, into three dimensions. Entanglement in this example 
is intimately linked with the creation of a conscious experience of three 
dimensions of space. Notice that sometimes you see a cube with corner A 
in front and other times you see one with corner B in front. When you flip 
from one cube to the other, you reverse the relationships of depth in three 
dimensions that you holographically construct— lines that were in front 
go to the back, and vice versa. That the lines are all entangled can again be 
verified by noting, for instance, that they all glow when the cube is seen in 
front of the disks and they all cease to glow when the cube is seen as behind 
the disks.

In quantum theory, work by Mark van Raamsdonk, Brian Swingle, and 
others indicates that spacetime is woven together from threads of entangle-
ment.24 I suspect that there is more than mere analogy here. I suspect that 
superposition, entanglement, and the holographic inflation of three dimen-
sions seen in our visual example is precisely the same as studied in quantum 
theory. Spacetime is not an objective reality independent of any observer. It is 
an interface shaped by natural selection to convey messages about fitness. In the 
visual example of the cube we see this spacetime interface in action, complete 
with error correction, superposition, entanglement, and holographic inflation.

Fig. 14: Shaded disks. The random shading of the left disk and the uniform shading of 

the middle disk makes them look flat. The shading of the right disk makes it look like a 

sphere. © DONALD HOFFMAN
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Another way you inflate two dimensions into three is shown in Figure 
14. On the left is a disk in which the brightness of each point is chosen at 
random. You just see noise. In the middle is a disk of constant brightness, 
which looks flat. But on the right is a disk in which brightness varies gradu-
ally and systematically. Now the magic happens— you inflate the disk into 
a sphere. Even though the information is 2D, you holographically inflate it 
into a 3D object.

Sometimes, as shown in Figure 15, you inflate a shape that is convex, 
and other times you inflate one that is concave: your visual system prefers to 
inflate a shape in such a way that it appears to be lit from overhead.25

In addition to inflating gradients of brightness, you also inflate curves, 
as shown in Figure 16. On the left is a disk with a grid of straight lines, which 
looks flat. In the middle, the lines are curved slightly, and you inflate a sphere. 
On the right, curved lines and gradients of brightness are combined, and you 
inflate a compelling sphere.

Fig. 15: Convex and concave disks. We assume that the light source is over-

head. © DONALD HOFFMAN
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What do we learn from these examples of lines, squares, cubes, and 
spheres? According to standard vision science, they show us how the visual 
system reconstructs the true shapes of real objects in an objective spacetime.

According to ITP, they show us something entirely different— how the 
visual system decodes messages about fitness. There is no objective space-
time and no preexisting objects in spacetime whose true properties we try to 
recover. Instead, spacetime and objects are simply a coding system for mes-
sages about fitness. The visual examples we have just seen, in which we catch 
ourselves inflating information from two dimensions into three, don’t show 
that objective reality has two dimensions rather than three. Instead, they 
are intended to weaken our conviction that spacetime itself is an aspect of 
objective reality. The examples have two dimensions simply to fit on the page.

If a fitness message is corrupted by a little noise, then the system can 
sometimes correct the error, as we saw with the glowing lines. If the noise 
is too great, as in the disk whose pixels have random brightnesses, then we 
cannot correct the error; we see noise with no clear fitness message.

But if brightness and contours convey a consistent message, then we 
often decode that message into a language of 3D shapes that is tailored to 
guide adaptive action. We see, for instance, a sphere and thereby know how 
to grasp it or avoid it. We see an apple and know that grasping and eating it 
can enhance our fitness; we see a leopard and know that the same actions 
are unwise.

Fig. 16: Inflating the third dimension. We sometimes interpret curving contours as a 

shape with depth in three dimensions. © DONALD HOFFMAN
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In short, we do not recover the true shape in three dimensions of a preex-
isting object— there are no such objects. Instead, we recover a message about 
fitness that happens to use shapes in three dimensions as a coding language.

Once we know the rules that human vision uses to decode messages 
about fitness, we can use those rules to send the messages we want. Consider 
jeans. They often have finishes, sanded by hand or etched by a laser, that are 
intended to mimic wear and tear. These finishes have brightness gradients, 
like the brightness gradient of the sphere in Figure 16, that convey a mes-
sage about a shape in three dimensions. Jeans also have curved contours— 
pockets, seams, and yokes. Like the curves of the sphere in Figure 16, these 

Fig. 17: Enhancing the body with jeans. The left side looks flat. 

The right side looks firm and toned. The difference is due to  

careful use of visual cues for depth. © DONALD HOFFMAN
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microwaves that can cook us, ultraviolet rays that can burn us, and X- rays 
that can give us cancer. What we don’t see can, and sometimes does, kill 
us. But it usually does so only after we’ve raised offspring. So, to these per-
ils that rarely impair our chance to reproduce, natural selection leaves us 
blind and vulnerable. Our perceptions tell us about fitness, but what they say 
is not veridical or unabridged. They tell us less than we may selfishly wish 
for— enough to have and raise children, but not enough to make us vibrant 
centenarians.

There is a wealth of information within the tiny window of wavelengths 
that we can see. Yet we compress it ruthlessly, down to just four numbers at 
each tiny region of the eye. We get three of the numbers from photoreceptors 
called cones, which come in three kinds— L, M, and S— and the last number 
from photoreceptors called rods.1 The way they compress data is illustrated 
in Figure 18 (this image can be viewed in full color in the Color Insert as 
Figure B).

Consider the red curve labeled “L.” It shows the sensitivity of the L cone 
to various wavelengths of light. If a photon of light has a wavelength of about 

Fig. 18: Sensitivity curves for the three types of cones in the retina of the eye (L, M, and 

S). The sensitivity of rods, which mediate vision in low light, is given by the “R” curve.  

© DONALD HOFFMAN
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five hundred and sixty nanometers— near the top of the red curve— then the 
L cone has a much better chance of catching it and sending a signal than if 
a photon has a wavelength of 460 nanometers— near the bottom of the red 
curve.

Similarly, the M cone is most sensitive to light at about 530 nanometers, 
and the S cone is most sensitive at about 420 nanometers. These three cones— 
L, M, and S— are critical to our perception of color and are most useful in 
bright light. The remaining dashed curve, labeled R, shows the sensitivity of 
rods, which mediate our vision of shades of gray in dim light. The overall 
sensitivity of the rods is much higher than that of cones, allowing them to 
operate in dim light.

This is massive compression of data. We ignore all photons outside a 
minuscule window of wavelengths and squeeze the remaining sliver of pho-
tons through the four filters of Figure 18.

The human eye has 7 million cones and 120 million rods, each carrying 
compressed information. The circuitry of the eye then squashes this down to 
1 million signals and forwards it to the brain, which must correct errors and 
decode actionable messages about fitness.

We can catch ourselves correcting erasure errors in the Olympic- Rings 
of Figure 19 (this image can be viewed in full color in the Color Insert as 
Figure C). The image has five black circles, each inscribed with a colored 

Fig. 19: The Olympic rings illusion. The colors that fill each ring are illusory. The 

visual system creates them to correct an erasure error. © DONALD HOFFMAN
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circle. The interior of this circle is white. Your visual system detects an error. 
It presumes that the inscribed color once filled the disk but got erased. It fixes 
the erasure by injecting color. You see faint disks of blue, orange, gray, green, 
and red. The effect is strongest if you look slightly to the side of the figure. 
This “watercolor illusion” was exploited in older maps of the world to paint 
countries with distinct colors.2

We can catch ourselves again in the act of correcting color errors in the 
neon- square illusion shown in Figure 20 (this image can be viewed in full color 
in the Color Insert as Figure D).3 The image on the left consists of black circles 
with arcs painted blue. The space between circles is white. But your visual sys-
tem presumes that a transparent blue square was erased, and it corrects the 
error by filling in a glowing blue square with sharp edges. You can check that 
the square is illusory by covering the circles; the blue glow disappears.

Your correction of errors and decoding of color follows a sophisticated 
logic that vision scientists are still working to understand. The right side 
of Figure 20 is just like the left side, except that little blue circles have been 
added. Although the image on the right has more blue contours than the 
image on the left, you no longer presume that a blue square was erased, and 
you no longer paint in a glowing square.

Your logic here appears to involve sophisticated reasoning about 

Fig. 20: The neon square illusion. The glowing blue square is illusory. The visual system 

creates it to correct an erasure error. © DONALD HOFFMAN
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 geometry and probability. If a red transparent square were floating just a tad 
above a pattern of large and small circles in the image on the right, then the 
edges of that square would have to appear to align perfectly with the edges of 
the tiny circles. Only if such a geometry of squares and circles were seen from 
a special, or “nongeneric,” viewpoint would you get the image on the right. If 
the viewpoint changed just a little, then the alignment of the red square with 
the small circles would be disrupted. This logic, requiring a “generic view-
point,” appears to be a key principle we use to decode and correct information 
about fitness within our interface language of color and geometry; when we 
decode, we reject interpretations that have low probability.4

In the process of correcting errors and decoding messages about fitness, 
we sometimes construct complex icons that integrate objects, colors, and 
motions. Figure 21, for instance, shows two frames from a movie available 
online (this image can be viewed in full color in the Color Insert as Figure E).5 
Each frame contains dozens of dots, each dot keeping its same position from 
frame to frame. From one frame to the next, some dots change color, either 
from black to blue or vice versa. But when you view the movie, you see blue 
bars with sharp edges scrolling to the left over a field of black dots.6 You fill 
the white space between blue dots with a transparent blue surface, correcting 
an erasure. You delimit this blue surface with sharp edges, correcting another 

Fig. 21: Two frames of dots from a movie. When the frames are displayed as a movie, the 

visual system creates blue bars that move, glow, and have sharp edges. © DONALD HOFFMAN
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erasure. You bind the edges and the blue surface to create a single object, a 
transparent bar, and then attribute a leftward motion to your creation. You 
have, by the end of this process, decoded a message about fitness into the 
language of your interface— the language of objects with shapes, positions, 
colors, and motions— a message that can now guide your next action.

Complex shapes guide complex actions. Consider Joseph’s hat in Figure 
22 (this image can be viewed in full color in the Color Insert as Figure F). 
You decode complex shapes for its brim and crown, which undulate in three 
dimensions. As a result, you know that to grasp it by the brim requires your 
hand to adopt certain grips and orientations, whereas to grasp it by the crown 
requires others. You know that your hand can grasp the brim more firmly 
than the crown without distorting its shape. The hat is an icon of your inter-
face whose complex shape encodes information critical to adaptive action.

Your hand itself is an icon of your interface, not an objective reality. You 
must decode the shape of your hand, no less than that of the hat. We don’t 
know what the objective world really is, and so we don’t know exactly what 
we’re really doing in that objective world when we grasp a hat. All we know 
is that, whatever we’re really doing, our interface only lets us see a 3D hand 
grasping a 3D hat. Hat and hand, and grasping hat in hand, are messages 
about fitness that are compressed and coded in the error- correcting format 

Fig. 22: Joseph’s hat illusion. The brown rectangle on the left side 

of the hat is printed in the same color ink as the yellow rectangle 

on the front of the hat. © DONALD HOFFMAN
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For instance, in Figure 23 the four green chromatures share, on average, 
a similar color of green, but their different textures trigger different reactions 
(this image can be viewed in full color in the Color Insert as Figure G). The 
green broccoli looks tasty (if you like broccoli), the green strawberry looks 
inedible, and the green meat looks disgusting. The solid- green square lacks 
this precision of emotional punch because its texture is trivial. In like man-
ner, the red chromatures share a similar color of red, but because they have 
different textures they prompt different emotional reactions.

Although we can discern an impressive 10 million colors, this number 
pales in comparison to our prowess with chromatures. A square image with 
just twenty- five pixels can house more chromatures than the visible universe 
harbors particles, making chromatures a rich channel for messages about fit-
ness.15 We see hints of this in the chromatures depicted above, which speak 
eloquently to our emotions with a precision impossible in the patois of uni-
form colors. The eloquence of chromatures includes nuanced descriptions 
of shapes, such as the myriad bumps of broccoli and the elegant sweep of a 
strawberry. These descriptions are carefully crafted calls to action: grasp-
ing, squeezing, cradling, pinching, brushing, nudging, grazing, biting, strok-

Fig. 23: Eight chromatures. Chromatures are more versatile than uniform color patches at 

triggering specific emotions. © DONALD HOFFMAN
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association between Aio’s use of its plum color and T- Mobile’s similar use of 
its similar magenta color.” T- Mobile released a statement saying that the ruling 
“validates T- Mobile’s position that wireless customers identify T- Mobile with 
magenta and that T- Mobile’s use of magenta is protected by trademark law.”

As this case demonstrates, color can be prized intellectual property. But 
a chromature can be far more valuable. Chromatures are more informative 
than colors, and can be crafted to target specific emotions, or to be congruent 
with specific products and contexts.

For instance, color psychologists sometimes claim that red encourages 
appetite. But does it?

Consider the four reds in Figure 24 (this image can be viewed in full color 
in the Color Insert as Figure H). The first two may whet the appetite, but the 
last two may trigger disgust. The difference is chromatures.

Tomoko Imura and her colleagues have shown that chimpanzees use 
chromatures to determine the freshness and desirability of fruits and vege-
tables, such as cabbages, spinach, and strawberries.16 If you doctor a chro-
mature you can manipulate the emotional reaction of chimps and humans.

Our perceptions are a user interface that evolved to guide our actions and 
keep us alive long enough to reproduce. Once we grasp this, and free ourselves 
from the conceptual straitjacket of assuming that we perceive reality as it is, 
then we can reverse- engineer our interface, understand how it codes informa-
tion about fitness and guides our actions, and then apply this knowledge to solve 
practical problems— such as creating chromatures that evoke specific emotions.

It is no small challenge to pull a Houdini and exit our conceptual strait-

Fig. 24: Four red chromatures. Red only triggers hunger if the texture is appropriate.  

© DONALD HOFFMAN
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information— like a book manuscript edited to omit needless words. But the 
final plunge to forty loses nearly everything, reducing the book to a blurb. 
This blurb must be tight and compelling— just the essentials to forage for fit-
ness. This may feel at odds with your own experience of a visual world that 
seems packed, from corner to corner, with myriad details about colors, tex-
tures, and shapes. Surely, it would seem, we see more than just a headline, we 
see articles, editorials, classifieds— the whole works.

But our experience deceives us. Consider the two images of Dubai in Fig-
ure 25. They are identical, except for three major changes. Try to find them. 
For most of us, it takes a surprisingly long time— a phenomenon known as 
“change blindness.”3 We hunt in vain, until we happen to stumble upon a 
difference, whereupon we can’t help but see it thereafter. There are many 
examples online of change blindness, which will entertain you as they dem-
onstrate that it is an important and general aspect of human vision.4

What is going on here? Vision forages for fitness, but the foraging process 
itself, to be fit, must be lean and only deploy its meager resources with discre-
tion. Countless messages about fitness impinge on the eye, like a thousand 
emails flooding an inbox. The visual system doesn’t waste time and energy 
reading them all. It treats most of them as spam, and deletes them immedi-
ately. It selects a precious few to read and act on. Getting unwanted email 
on your smartphone is a nuisance and culling it a chore. But with vision the 

Fig. 25: Change blindness. There are three differences between these two images.  

© DONALD HOFFMAN
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stakes are life and death. One who attends to the frivolous, while missing the 
vital, will forfeit becoming an ancestor. Natural selection ruthlessly shapes 
our visual attention to be a nimble forager.

To cut billions of bits to forty, the visual- spam filter is ruthless about 
deletion. It follows simple and fascinating rules. For those deployed in the 
trenches of marketing and product design, knowing these rules is essential 
to success in the ubiquitous battle for the ephemeral attention of consumers. 
Those who master the rules can direct attention to their products and away 
from the competition. Those less versed in the rules risk inadvertent altruism.

The opening gambit of the visual filter is its placement of photorecep-
tors. Unlike the sensor of a digital camera, whose pixels are equally spaced 
throughout, the retina of the eye deploys more photoreceptors in the center 
of vision, and ever fewer toward the periphery. Most of us assume that we see 
the whole field of vision in rich detail. But we’re wrong, as Figure 26 dem-
onstrates. If you look at the dot in its center, then you will see that smaller 
letters in inner rings are as easily discerned as larger letters in outer rings. To 
be equally legible, the letters in outer rings must be larger, because there the 
density of your receptors is lower.

Fig. 26: Visual acuity. If you stare at the middle dot, the 

big letters are as clear as the smaller. © DONALD HOFFMAN
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true state of objective reality, it’s a choice to discard news about fitness that’s 
unlikely to alter our fitness.

For those readers interested in marketing and business, this idea applies to 
visual advertising. The goal of successful advertising is not merely, and some-
times not even, to present important facts. It is to craft a visual message that rivets 
the foraging eye of the typical shopper. Consumers face a chaos of competing 
messages. The trick is to grab their attention. At the simplest level, a message can 
grab attention by differing from its neighbors in color, size, contrast, or orienta-
tion.5 For instance, in Figure 27, going from left to right, what grabs attention is 
the larger 2; the 2 of different contrast; the 2 with a different orientation.

In these examples, the item that is different grabs attention quickly even 
if many items surround it. For instance, in Figure 28 the green 2 “pops out” 
when there are few distractors, as in the image on the left, but also when there 
are many distractors, as in the image on the right (this image can be viewed 
in full color in the Color Insert as Figure I).

Fig. 28: Color pop out. The green 2 is easily seen even when surrounded by many black 

2s. © DONALD HOFFMAN

Fig. 27: Pop out. We easily see the large 2 in the left box, the lighter 2 in the middle box, 

and the tilted 2 in the right box. © DONALD HOFFMAN
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But some differences don’t pop out. In Figure 29, the 5 is hard to find, and 
gets harder with more items around it, as in the image at the right.

Similarly, in Figure 30 on the left, it is hard to find the cross. And in Fig-
ure 30 on the right, it is hard to find the T that is gray and upright.

Some visual cues— color, size, flicker, motion, contrast, and orientation— 
can pop out of the visual clutter and into attention. They are called “exogenous 
cues” because they can wrest attention even if we’re not searching for them. A 
careful photographer understands their power and edits photographs to remove 
pop outs that distract from the main subject. No bride wants to be upstaged in her 
photos by a stray line or high- contrast knickknack that loiters in the background 
and lures the eye away. The edge of a photograph can itself pop out if it has high 

Fig. 29: Difficult search. The 5 in each box does not pop out. One must search for it.  

© DONALD HOFFMAN

Fig. 30: Difficult search. The cross in the left box and the gray upright T in the right box 

do not pop out. © DONALD HOFFMAN
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contrast. Photographers will sometimes vignette a photograph, gently darkening 
it near its edges, to remove this distraction and keep the eye on the central subject.

Managing the power of pop out is critical to success in advertising. Every 
ad, without exception, dictates a foraging strategy for the eye of the viewer. 
Does your ad send the eye on a goose chase? Or does it guide the eye to glean 
the facts and emotions you wish to convey?6 If we think that vision is just 
a camera that records objective reality, then we misunderstand what really 
happens when someone views an ad. Think instead of vision, and all of our 
senses, as foraging instruments evolved by natural selection to hunt for criti-
cal information about fitness.

Figure 31 shows a display at the entrance to a sportswear store in an upscale 
mall. It peppers the eyes with sidetracking cues (this image can be viewed in full 
color in the Color Insert as Figure J). Most egregious are the bright reflections 
on the window in the upper left and upper right, and lesser reflections scattered 
throughout. Their contrast, in brightness and color, lures the eye to dead ends. 

Fig. 31: A store window display. This display makes it difficult to find brand or product 

information. © DONALD HOFFMAN
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When the viewer walks, the reflections slide along the window, and this motion 
adds to their pointless lure. The cure is reflection- free glass.

But even without reflections, this display echoes with spurious cries 
from all quarters of a visual jungle. There is a rain forest, two Jackson Pol-
locks, a wall of non- sequitur orange, stark highlights on bald heads of stiff 
mannequins and, on the left, hanging by one hand, a dangling modifier— all 
pointless distractions. There is, if you look closely, a key message: “QUICK 
DRYING AND VENTED FOR ANY ACTIVITY.” Tee shirts on mannequins, 
meant to be the stars, languish in obscurity for lack of light and contrast.

If vision, like a camera, recorded each detail, then this display might suc-
ceed; the data are all there. But vision is no passive camera. It is an impatient 
hunter for fitness payoffs. It may hazard an unrewarded glance or two at this 
display, but then give up and move on long before it chances on the key, but 
hidden, message about drying and venting.

By contrast, the famous ads for iPods expunge all needless pop outs. In 
these ads, the background splashes a bold, but uniform, color; the foreground 
sports an ecstatic dancer in black silhouette, devoid of all features, save one: 
white earbuds sprout white wires that sweep, carefree, down the black sil-
houette and converge into a white iPod grasped by a gyrating black hand. 
The emotion is contagious. No words needed, no words used. The message 
for fitness is clear— iPod equals ecstasy: any questions?

In our visual search for a message deserving attention, we group messages 
that have common themes, making them easier to attend or discard en masse. 
For instance, the sixteen dots on the left of Figure 32 can be grouped, based on 
contrast, into rows, as in the middle, or into columns, as on the right.

Fig. 32: Grouping by brightness contrast. We see horizontal groups in the middle figure 

and vertical groups in the figure on the right. © DONALD HOFFMAN

CaseAgainstReality_5PP.indd   162 4/22/19   11:42 AM



The Case Against Reality | Figures

14

S c r u t i n y  163

They can be grouped by shape, as in Figure 33.

They can be grouped by size, as in Figure 34.

They can be grouped by color, as in Figure 35 (this image can be viewed 
in full color in the Color Insert as Figure K).

Fig 35: Grouping by color. We see horizontal groups on the left and 

vertical groups on the right. © DONALD HOFFMAN

Fig. 33: Grouping by shape. We see horizontal groups on the left 

and vertical groups on the right. © DONALD HOFFMAN

Fig. 34: Grouping by size. We see horizontal groups on the left and 

vertical groups on the right. © DONALD HOFFMAN
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They can be grouped by orientation, as in Figure 36.

They can be grouped by proximity, as in Figure 37.

This list omits other potent features, such as flicker, motion, and depth.
Competing features can promote competing groups. In Figure 38, on the 

left, orientation and proximity cooperate to create horizontal groups. But on 
the right, proximity overrides orientation and dictates vertical groups.

Grouping assists the search for outliers. In Part A of Figure 39, it takes 
effort to find the maverick line segment. But rearrange the segments to pro-
mote grouping, as in Part B of Figure 39, and the outlier pops out. This tech-
nique applies to in- store merchandising. A shelf of products can present the 
shopper with a bewildering mess. But with clever grouping of colors, con-
trasts, and other features, that shelf can offer happy hunting.

Fig. 36: Grouping by orientation. We see horizontal groups on the 

left and vertical groups on the right. © DONALD HOFFMAN

Fig. 37: Grouping by proximity. We see horizontal groups on 

the left and vertical groups on the right. © DONALD HOFFMAN
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Grouping is a form of data compression. For instance, each line segment 
in Figure 39 has an orientation, and in Part A of Figure 39, the visual system is 
forced to describe the orientation of each segment, one at a time. But in Part B 
of Figure 39, the visual system can make its description much more compact: 
the eighteen segments on the left are horizontal and the eighteen segments on 
the right are vertical, except for one at a slant. Grouping lets one description 
apply to an entire group; no need to repeat the description ad nauseam for 
each item in the group. This compression helps us find pertinent changes; in 
Part B of Figure 39, the slanted segment pops out.

Attention is yanked by exogenous cues, but it can be bridled to track 
endogenous goals. If you search for a lemon, then all things yellow become 
more salient, aiding your search. Neural activity in area V1 of your brain’s 
occipital cortex correlates with saliency, and with its modification by goals.7 

Fig. 38: Grouping by orientation and proximity. We see horizontal groups on 

the left and vertical groups on the right. © DONALD HOFFMAN

Fig. 39: Grouping and search. It is easier to find the tilted line on the 

right than on the left. © DONALD HOFFMAN
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in Figure 39 has an orientation, and in Part A of Figure 39, the visual system is 
forced to describe the orientation of each segment, one at a time. But in Part B 
of Figure 39, the visual system can make its description much more compact: 
the eighteen segments on the left are horizontal and the eighteen segments on 
the right are vertical, except for one at a slant. Grouping lets one description 
apply to an entire group; no need to repeat the description ad nauseam for 
each item in the group. This compression helps us find pertinent changes; in 
Part B of Figure 39, the slanted segment pops out.

Attention is yanked by exogenous cues, but it can be bridled to track 
endogenous goals. If you search for a lemon, then all things yellow become 
more salient, aiding your search. Neural activity in area V1 of your brain’s 
occipital cortex correlates with saliency, and with its modification by goals.7 

Fig. 38: Grouping by orientation and proximity. We see horizontal groups on 

the left and vertical groups on the right. © DONALD HOFFMAN

Fig. 39: Grouping and search. It is easier to find the tilted line on the 

right than on the left. © DONALD HOFFMAN
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Nearby neurons signal nearby points in the visual world, so that the whole 
collection of V1 neurons forms a topographic map of the visual world— a 
salience map. A neuron actively responding to a feature, such as a color, 
inhibits nearby neurons if they, too, are responding to that color; this lateral 
inhibition reduces the salience of those features more common in the field 
of view, and enhances the salience of the rare. An endogenous goal, such 
as finding an orange, alters this salience map by enhancing the activity of 
neurons that respond to features relevant to the goal. If, for instance, you 
look for black in Figure 40, then a field of black X’s occupies your attention. 
If, instead, you look for white, then a field of white O’s enters your attention, 
and a white X pops out.

If your goal is to check for a tiger hiding in the brush, then your target 
displays a variety of colors. If you pick the wrong color to enhance in your 
map of salience, your mistake could end your life. So natural selection has 
shaped us to enhance colors intelligently. The yellows on the tiger, which 

Fig. 40: Endogenous attention and search. Attending to 

white makes the white X pop out. © DONALD HOFFMAN
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that consciousness arises somehow from packs of neurons. This fiction is 
at the core of a proposal by Roger Penrose and Stuart Hameroff that con-
scious experience arises from an orchestrated collapse of certain quantum 
states in neural microtubules.2 It is at the core of a proposal by Giulio Tononi 
and Christof Koch that each conscious experience is identical to some causal 
structure, neural or otherwise, that integrates information.3 None of these 
proposals has offered a precise account for a single conscious experience. 
Precisely which orchestrated collapse creates, say, the taste of ginger? Pre-
cisely which causal architecture for integrating information is the smell of 
pine? No answer has been offered and none ever will: these proposals set 
themselves an impossible task by assuming that objects in spacetime exist 
when not observed and have causal powers. This assumption works admira-
bly within the interface. It utterly fails to transcend the interface: it cannot 
explain how conscious experiences might arise from physical systems such 
as embodied brains.

If no theory that starts with objects in spacetime can account for our 
conscious experiences, then where shall we begin? What new foundation 
might allow us to integrate the volumes of hard- earned data on mind, matter, 
and their correlations, into a rigorous theory? We can rephrase this question 
with a diagram we first encountered in chapter 7 (Figure 41). Suppose that I 
am an agent— a conscious agent— who perceives, decides, and acts. Suppose 

Fig. 41: The “perceive- decide- act” (PDA) loop. © DONALD HOFFMAN
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Physicalism is not the only available monism. If we grant that there are 
conscious experiences, and that there are conscious agents that enjoy and act 
on experiences, then we can try to construct a scientific theory of conscious-
ness that posits that conscious agents— not objects in spacetime— are funda-
mental, and that the world consists entirely of conscious agents.9

Consider, for instance, a toy universe with just two conscious agents. Then 
the external “World” for each agent is the other agent. We end up with two 
conscious agents that interact. This is illustrated in Figure 42, with one agent 
in bold type, and the other in light type. How one agent acts will influence 
how the other perceives; thus, a single arrow is labeled as both act and perceive.

We can consider universes that are more complex, with networks of 
three, four, or even an infinity of agents. The way one agent in a network 
perceives depends on the way that some other agents act. I call this monism 
conscious realism. Conscious realism and ITP are independent hypotheses; 
one may claim, for instance, that the reality behind our perceptual interface 
is not fundamentally conscious.

To turn conscious realism into a science, we need a mathematical the-
ory of conscious experiences, conscious agents, their networks, and their 
dynamics.10 We must show how conscious agents generate spacetime, objects, 
physical dynamics, and evolutionary dynamics.11 We must get back quantum 

Fig. 42: Two interacting agents. © DONALD HOFFMAN
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